
Journal of Mathematical Chemistry 23 (1998) 65–84 65

Generalized chirality and symmetry deficiency
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Some of the elementary properties of molecular electron densities are studied from the
perspectives of generalizations of symmetry, symmetry deficiency, and in particular, chiral-
ity. A simple, information-theoretical proof of the Hohenberg–Kohn theorem is discussed,
and the information contents of local and global molecular electron densities are com-
pared using a formulation of quantum chemistry on a compact manifold. One result, the
“holographic electron density theorem”, involving a compactification step combined with
analytic continuation, gives a tool for comparing local and global symmetry properties. The
compact manifold quantum chemistry approach leads to a precise statement on the role of
local molecular regions in determining global properties of complete, boundaryless mole-
cules, resulting in constraints on their symmetry, chirality, and other types of symmetry
deficiencies. A special similarity measure, the SLT measure, is used for generalized den-
sity domain comparisons, suitable in general for the comparison of semilattices with a tree
structure.

1. Introduction

The study of electron density provides a very broad foundation for diverse
branches of theoretical chemistry [1–77]. As it is established by the Hohenberg–
Kohn theorem [22] of density functional theory, the electronic energy as well as other
nondegenerate ground state molecular properties are fully determined by the ground
state electronic density ρ(r) of the molecule. This theorem, and the associated develop-
ments of various branches of density functional theory, have provided the foundations
for some of the approaches of molecular quantum mechanics [1,5–8,16,23–30,41,57–
61,63,64,67,68,70,77]. One area of particular interest is the relation between local
and global properties of electron densities, including their local and global symmetry
and more general shape properties. A topological model of local, fuzzy regions of
electron densities, called density domains [41] builds density functional models based
on local electron densities computed using conventional, molecular orbital methodol-
ogy [17–21,31,55,56,62,65,66,69]. One important area of study is the shape analysis of
molecular electron densities [3,32–34,36,40,42,43,45–49,54,72–76,78] that is linked to
some of the fundamental quantum mechanical properties of electron distributions [4,9–
15,71].
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In more precise terms, the theorem of Hohenberg and Kohn [22] describes the
relations between the nondegenerate ground state electron density ρ(r),

ρ(r) = n
∑
s1

· · ·
∑
sn

∫
· · ·
∫ ∣∣Ψ(r, s1, r2, s2, . . . , rn, sn)

∣∣2 d2r2 · · · d3rn, (1)

of a system of n electrons in a local spin-independent external potential V , and the
corresponding Hamiltonian H , where in equation (1), the electron density is given in
a spin-averaged form.

Here we shall focus on the special case of molecular Hamiltonians H . In terms
of the usual kinetic energy operator T ,

T = −(1/2)
n∑
i=1

∆i, (2)

the electron–electron repulsion operator Vee,

Vee =
n−1∑
i=1

n∑
j=i+1

(
|ri − rj |

)−1
, (3)

and external potential V (r),

V (r) =
n∑
i=1

V (ri), (4)

this Hamiltonian H is given as

H =
n∑
i=1

V (ri) + T + Vee, (5)

where V (ri) is the electron–nuclear attraction operator for the interaction of the set of
nuclei with the ith electron of the molecule.

According to the Hohenberg–Kohn theorem, a nondegenerate ground state elec-
tron density ρ(r) determines H within an additive constant, consequently, ρ(r) deter-
mines all ground state and all excited state properties of the system described by the
Hamiltonian H .

An elegant proof of the Hohenberg–Kohn theorem is provided by the generalized
and concise “constrained search” proof as described by Levy [26–29]. Here we shall
consider an alternative treatment, a simple, information-theoretical approach that leads
to the statement of the Hohenberg–Kohn theorem.

The conditions for the Hohenberg–Kohn theorem are rather simple, since the
theorem is based on two pieces of information:

(i) the electronic density as a three-dimensional function given in some form;

(ii) the additional knowledge that it is a nondegenerate ground state electron density
of the system under consideration. (The treatment is equally applicable to any
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physical system built from nuclei and electrons, however, here we are concerned
with molecules.)

Based on this information, and on some elementary assumptions on molecules,
the following statements can be made:

1. A molecule contains only a set of nuclei and an electron density cloud.

2. Since there is no other material present to encode information, all information
concerning the static properties of the molecule must be contained in the nuclear
and electron distributions.

3. The location and atomic numbers of the nuclei are fully determined by the nonde-
generate ground state electron density ρo(r) of the molecule.

4. Consequently, the nondegenerate ground state electron density ρo(r) contains all
information concerning all static properties of the molecule, including its ground
state energy, and any other molecular properties.

The last statement, statement 4, is equivalent to the statement of the Hohenberg–
Kohn theorem for molecules.

In fact, among the various molecular properties, the external potential V (r) is
also determined by the nondegenerate ground state electron density ρo(r). Since the
ground state electron density ρo(r) determines the molecular Hamiltonian

H =
∑

V (ri) + T + Vee,

consequently, excited state information is also implied by the nondegenerate ground
state electron density.

2. Local and global electron density information

In the simple, information-theoretical justification of the Hohenberg–Kohn theo-
rem described in the introduction, an important assumption was made. The molecule
was considered localized or at least identifiable in the following sense: the molecule
is distinguishable from the rest of the universe, although a molecular electron density
has no boundary, and in an asymptotic sense, it converges exponentially to zero with
distance from the molecular center of mass. The problem of localization of electron
density and local information plays an important role in the relations between a subsys-
tem and the complete system, as well as in the role of local symmetries and symmetry
deficiencies concerning the global symmetry properties of the complete, boundaryless
molecules.

One important assumption in the first application of the Hohenberg–Kohn theo-
rem to a subsystem [64] was necessary for using analytic continuation of the subsystem
electron density, extending it to a complete system assumed to be confined to a finite,
bounded region of the ordinary three-dimensional space. The assumption of bound-
edness, although a very reasonable approximation for most practical purposes, is not
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strictly valid within a rigorous quantum mechanical model. In a strict sense, molecular
electron densities are boundaryless, fuzzy objects, fulfilling various corollaries of the
Heisenberg uncertainty relation. This fact must be taken into account when analyzing
relations between subsystems and a complete system.

We shall outline the original argument for bounded systems, followed by a brief
discussion of a compactification method used earlier for potential surface studies [35],
and a four-dimensional electron density model [38,39,79]. Next, an outline of the
four-dimensional “holographic electron density theorem” [53] will be given, where the
compactification technique is applied to the four-dimensional electron density represen-
tation allowing one to use analyticity arguments for complete, boundaryless molecular
electron densities no longer confined to any finite, bounded region of the ordinary
three-dimensional space.

These tools provide precise statements on the relations between local and global
electron density descriptions, leading to new symmetry constraints discussed in the fol-
lowing section, where we are concerned with a special adaptation of the “holographic
electron density theorem” to the problems of generalized chirality and symmetry defi-
ciency.

The original argument of [64] was based on the following information and plau-
sible assumptions: the spin-free, n-electron, nonrelativistic Born–Oppenheimer Hamil-
tonian H of equation (5) is a Hermitian operator, bounded from below. Operator H
has a discrete energy spectrum below some energy.

The physical region of the system is an arbitrary, simply connected region g in the
ordinary 3-space R3, R3 ⊃ g, where the restriction that g is bounded will be required
only at a later stage of the discussion. However, as follows from elementary quantum
mechanical considerations, for a precise model, the domain g should be taken as the
entire 3-space R3.

If G denotes the n-fold direct sum of the arbitrary, simply connected region g
in the ordinary 3-space R3, R3 ⊃ g, than we assume that the Hamiltonian H of
the physical system belongs to an elliptic differential equation of coefficients analytic
almost everywhere within its domain G, R3n ⊃ G, and the (zero-measure) set of points
of nonanalyticities leaves the rest G0 of the domain G connected.

Consider two Hamiltonians, H1 and H2,

H1 = V1(r) + T + Vee (6)

and

H2 = V2(r) + T + Vee, (7)

and assume nondegenerate, variationally determined ground states. Furthermore, as-
sume that the corresponding normalized ground state eigenfunctions Ψ1 and Ψ2 are
related to each other by

Ψ1 = αΨ2, (8)



P.G. Mezey / Generalized chirality and symmetry deficiency 69

where α, |α| = 1, is a complex phase factor. Then, from

H1Ψ1 = E1Ψ1 (9)

and

H2Ψ1 = E2Ψ1, (10)

the relation [
V1(r)− V2(r)

]
Ψ1 = [E1 −E2]Ψ1 (11)

follows. The coefficients of the elliptic Hamiltonians H1 and H2 are analytic in G0

of G, implying that the wavefunction Ψ1 must also be analytic in G0. Consequently,

Ψ1 6= 0, (12)

except on a set of measure zero. This is possible only if

V1(r)− V2(r) = E1 −E2 = β, (13)

with β a real constant.
On the other hand, if the only difference between the two Hamiltonians, H1 and

H2, is an additive real constant β in their external potentials,

V1(r) = V2(r) + β, (14)

then H1 and H2 must have the same spectrum. Nondegeneracy of the lowest eigen-
values implies that for some complex factor α, |α| = 1, the two ground state eigen-
functions Ψ1 and Ψ2 are related by

Ψ1 = αΨ2. (15)

Evidently, there are strong connections between the similarities of the external poten-
tials and the similarities of the nondegenerate ground state wavefunctions.

Significant differences in the two external potentials V1(r) and V2(r), and signif-
icant differences in the corresponding nondegenerate ground state electron densities
ρ1(r) and ρ2(r) also imply one another. This can be verified as follows.

If the two external potentials differ by more than a simple additive constant β,
that is, if

V1(r) 6= V2(r) + β (16)

for any real constant β, then Ψ1 6= αΨ2 follows, since equation (8) implies equa-
tion (13). According to the variational theorem for nondegenerate ground states,

E1 = 〈Ψ1|H1|Ψ1〉 < 〈Ψ2|H1|Ψ2〉 = E2 +
〈
Ψ2
∣∣V1(r)− V2(r)

∣∣Ψ2
〉
, (17)

or expressed for electron density,

E1 < E2 +

∫
g
ρ2(r)

[
V1(r)− V2(r)

]
d3r. (18)



70 P.G. Mezey / Generalized chirality and symmetry deficiency

By changing roles, one also obtains

E2 < E1 +

∫
g
ρ1(r)

[
V2(r) − V1(r)

]
d3r, (19)

and comparison of strict inequalities (18) and (19) gives

0 <
∫
g

[
ρ2(r)− ρ1(r)

][
V1(r)− V2(r)

]
d3r, (20)

that is possible only if ρ1(r) 6= ρ2(r).
On the other hand, if Ψ1 = αΨ2 for some complex factor α, |α| = 1, then

ρ1(r) = ρ2(r) follows. Consequently, ρ1(r) 6= ρ2(r) implies Ψ1 6= αΨ2, but then
V1(r) 6= V2(r) + β, for any real constant β.

Indeed, significant differences in the external potentials imply significant differ-
ences in the nondegenerate ground state electron densities, and vice versa.

Some of the results described above would not hold if the wavefunctions Ψ1 and
Ψ2 could become zero on a subset of non-zero measure.

These statements on the connections between external potentials, nondegenerate
ground state wavefunctions and the corresponding electron densities are equivalent
to the conclusions of the original Hohenberg–Kohn theorem, implying, in fact, that
the nondegenerate ground state electron density ρ(r) uniquely determines the ground
state energy E, the corresponding wavefunction Ψ up to a complex phase factor, and
consequently, also the expectation values of all spin-free observables.

If one assumes that the entire physical system is confined to a finite, bounded
region g of the space, then a direct application of analytic continuation of a subsystem
electronic density provides a unique determination of the electronic density of the
entire system. Following the treatment of [64], this can be demonstrated as follows.

Select an arbitrary subset d of non-zero volume within the finite and bounded
physical region g of the ordinary 3-space R3, where the entire physical system, for
example, the entire molecule is assumed to be contained within domain g:

R3 ⊃ g ⊃ d. (21)

According to these assumption, the complete electron density ρg(r) is given by
the equation

ρg(r) = n
∑
s1

· · ·
∑
sn

∫
g
· · ·
∫
g

∣∣Ψ(r, s1, r2, s2, . . . , rn, sn)
∣∣2 d3r2 · · · d3rn, (22)

where the n−1 integrations are carried out over the finite domain g, and the summations
are for the n spin variables.

The wavefunction Ψ(r, s1, r2, s2, . . . , rn, sn), as well as the associated n-electron
density

ρg(r1, r2, . . . , rn) = n
∑
s1

· · ·
∑
sn

∣∣Ψ(r1, s1, r2, s2, . . . , rn, sn)
∣∣2, (23)
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are almost everywhere analytic in G, with the exception of a set of singular points in-
cluding the Coulomb singularities of coincident nucleus–electron and electron–electron
locations. These points of singularities form a set Y of measure zero in G, where none
of the (3n − 3)-dimensional subspaces of G is cut into two disjoint parts with non-
analytic common boundary by the set Y .

Almost everywhere analyticity implies that the function ρg(r1, r2, . . . , rn) is in-
tegrable in G, hence it is necessarily integrable on the subset (r2, . . . , rn) of its n− 1
variables, that gives the electron density ρg(r) within the finite domain g of the physical
system:

ρg(r) = n

∫
g
· · ·
∫
g
ρg(r, r2, . . . , rn) d3r2 · · · d3rn. (24)

The electronic density function ρg(r) of equation (24) is obtained by integrat-
ing according to the n − 1 variables r2, . . . , rn over a finite, (3n − 3)-dimensional
domain G3n−3 that is the (n − 1)-fold direct sum of the finite, 3-dimensional do-
main g. The almost everywhere analyticity of ρg(r1, r2, . . . , rn) in terms of the vari-
ables r = r1, r2, . . . , rn also implies that the electronic density function ρg(r) of equa-
tion (24), where the r is the variable not involved in the integration, is also almost
everywhere analytic over the three-dimensional domain g.

These properties are sufficient conditions for the application of the theorem of
analytic continuation to a subsystem of the electronic density. Consequently, if ρd(r)
is the subsystem electron density function over any non-zero volume subset d of the
finite and bounded physical domain g, g ⊃ d, then ρg(r) over the entire finite and
bounded domain g is uniquely determined by ρd(r).

One may restate this result in terms of direct comparisons of subsystem densities.
Subject to the condition of boundedness of domain g, if over a subdomain d the
restrictions ρa

d(r) and ρb
d(r) of electron densities ρa

g(r) and ρb
g(r), respectively, agree

for every point r of d,

ρa
d(r) = ρb

d(r), (25)

then

ρa
g(r) = ρb

g(r) (26)

necessarily follows for every point r of g.
Although an analogous statement appears plausible for the case of boundaryless

electron densities, not confined to a finite, bounded region of the space, and such a
general property is, in fact, the natural expectation, nevertheless, the above proof is
valid only for the case of the finite, bounded model.

Unfortunately, in rigorous quantum mechanics the localizability of a molecular
system within any finite domain of the three-dimensional space is not strictly valid,
and for the relations between a complete, boundaryless molecular electron density and
its subsystems one needs a different approach. Such an approach is provided by a
compactification procedure applied to a four-dimensional representation of the mole-
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cular electron densities, establishing the result that the electron density of any finite
subsystem of non-zero volume determines the electron density of the rest of a com-
plete, boundaryless system. The general result is the “holographic electron density
theorem” [53] that will be reviewed briefly, providing the basis for the special adap-
tation of this theorem to some of the problems of generalized symmetry deficiency in
the next section.

Since the essential step in this approach is the compactification of the space where
the quantum chemical system has been originally described, the treatment may be re-
garded as a formulation of quantum chemistry on a compact manifold. One advantage
of this approach is the replacement of one continuum with another where some prob-
lems which in the ordinary case cannot be treated easily now can be confined to local
ranges of a compact manifold, or in the extreme case, to single points. Establishing
convergence properties at individual points, and the use of sets of measure zero are
much easier in the latter case.

The Alexandrov one-point compactification of Euclidean spaces En is a technique
that provides a one-to-one mapping between the points of the Euclidean space En and
the points of a punctured sphere Sn of the same dimension n, followed by the com-
pletion of the sphere Sn by adding a single point, usually taken as the formal “north
pole” n of the sphere (for an illustration, see, for example, the compactification applied
to a nuclear configuration space in the study of potential energy hypersurfaces [35]).
A four-dimensional representation of molecular electron densities [38,39,79] has been
applied to molecular shape analysis, and this representation is also advantageous in
our present problem.

The unique extension property of the electron density of a subdomain to the
electron density of the complete system, for example, to the complete, boundaryless
electron density of a molecule, is analogous to a property of holographic plates. Any
fragment of a holographic plate contains the complete information about the entire
recorded image; similarly, the electron density of any subsystem of non-zero volume
can be extended uniquely to the electron density of the entire molecule, hence, it
also contains the complete information about the entire, boundaryless molecule. This
analogy is reflected in the name of the “holographic electron density theorem” and in
the terminology of “holographic electron density maps”. Whereas the proof of this
theorem is based on a four-dimensional representation of the electron density of the
system, the conclusions apply to the ordinary, three-dimensional density functions.

In a four-dimensional Euclidean space E4 the molecular electron density ρ(r) is
represented as a hypersurface [38,39,79] defined “over” the ordinary three-dimensional
space E3 that is a subspace of E4. That is, the first three dimensions correspond to
the position within the ordinary three-dimensional space E3, and the fourth dimension
corresponds to the function values of the molecular electron density ρ(r).

Each point Y of the hypersurface representing the electron density in this four-
dimensional space E4 is characterized by four coordinates, rx, ry , rz and ρ(r), where
rx, ry and rz are the three components of the position vector r in E3 where the
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electron density of the system is evaluated. These four quantities are the components
of a four-dimensional column vector representing point Y:

Y =
[
rx, ry, rz , ρ(r)

]†
, (27)

where the symbol † stands for “transpose”.
If the four-dimensional version of the Alexandrov compactification is applied to

the space E3, then the points of space E3 are mapped to a 3-sphere S3 by a one-to-one
assignment of points r of E3 to the points r′ of the sphere S3. In the three-dimensional
Euclidean space E3 the origin may be taken as the center of mass of the molecule,
and the “north pole” n of the 3-sphere S3 corresponds to infinite distance from this
origin specified within E3.

The assignment

ρ′(r′) = ρ(r) (28)

and

ρ′(n) = 0 (29)

re-defines the electron density function on the sphere S3.
The distance p = |r| of any point r of space E3 from the origin o is related to

the polar angle θ of decline from the vertical axis on the sphere S3 by

p = 2 cot(θ/2), (30)

hence the exponential asymptotic convergence of ρ(r) to zero as p approaches infinity
behaves as the following limit on the sphere S3:

lim
r′→n

ρ′(r′) = lim
θ→0

exp
[
−2 cot(θ/2)

]
. (31)

The exponential function is analytic everywhere and the cot(x) function is analytic in
the open interval 0 < |x| < π. Consequently, with the exception of θ = 0 and θ = π,
the function exp[−2 cot(θ/2)] is analytic on the sphere S3, since it is a composition
of analytic functions. One finds that exp[−2 cot(θ/2)] is analytic almost everywhere
on the sphere S3.

Since cot(θ/2)→∞ as θ → 0,

lim
θ→0

exp
[
−2 cot(θ/2)

]
= 0. (32)

By repeated differentiation of the function exp[−2 cot(θ/2)] one finds that near
the north pole n as θ→ 0 the dominant term that controls the convergence of the kth
derivative behaves as

sin−2k(θ/2) exp
[
−2 cot(θ/2)

]
. (33)
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Then, repeated application of l’Hospital’s rule gives the result that all derivatives of
the function exp[−2 cot(θ/2)] converge to zero as θ → 0,

lim
θ→0

dk exp[−2 cot(θ/2)]
dθk

= 0. (34)

Consequently, the four-dimensional electron density ρ′(r′) on the sphere S3 con-
verges smoothly (infinitely differentiably) to zero at the north pole n, hence ρ′(r′)
can be extended continuously and infinitely differentiably to the complete sphere S3.
The almost everywhere analyticity of the electron density ρ(r) at any specified
point r of the ordinary Euclidean space E3 is a property inherited by ρ′(r′) on the
sphere S3 everywhere except at the north pole n. The almost everywhere analyticity
of exp[−2 cot(θ/2)] on the sphere, combined with the condition of infinitely smooth
convergence to zero at n, adds only a single additional point n of nonanalyticity, con-
sequently, the four-dimensional electron density ρ′(r′) is almost everywhere analytic
when extended to the entire sphere S3.

The conditions of the general theorem of analytic continuation are fulfilled by
the almost everywhere analytic four-dimensional electron density ρ′(r′) on the closed
and bounded sphere S3, consequently, the nondegenerate ground state electron density
ρ′d(r

′) over any subdomain d of non-zero volume uniquely determines the complete
electron density ρ′(r′) over the entire sphere S3, except for a possible subset of measure
zero.

This result outlined above has been stated as the

Holographic electron density theorem ([53]). If ρ′d(r
′) denotes the nondegenerate

ground state electron density over a subset d of three-dimensional sphere S3, S3 ⊃ d,
where d has non-zero volume, then the ground state electron density ρ′(r′) over the
entire sphere S3 is uniquely determined by the local ground state electron density
ρ′d(r

′) over the subdomain d.

The statement of this theorem can be rephrased as follows:
If the restrictions ρ′ad (r′) and ρ′bd (r′) of two, complete densities ρ′a(r′) and ρ′b(r′),

respectively, agree at every point r′ of a non-zero volume subdomain d,

ρ′ad (r′) = ρ′bd (r′), (35)

then the complete, boundaryless electron densities also must agree for every point r′

of S3,

ρ′a(r′) = ρ′b(r′), (36)

except for a possible subset of measure zero.
An important consequence follows from the Hohenberg–Kohn theorem. Since

the ground state density ρ′d(r′) of the subsystem determines the complete, boundaryless
nondegenerate ground state electron density ρ′(r′) of the entire system, and in turn, as
implied by the Hohenberg–Kohn theorem, ρ′(r′) determines the ground state energy E
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and the ground state wavefunction Ψ, consequently, the ground state energy E and the
ground state wavefunction Ψ are uniquely determined by the electron density ρ′d(r

′)
of any non-zero volume subsystem d.

3. Relations between local and global symmetries, chirality properties, and
other symmetry deficiencies of molecular electron densities

Some interesting applications of the holographic electron density theorem are
formal proofs of some plausible and some less plausible relations between local and
global symmetries of molecular electron densities.

We shall use the following notations: if the holographic electron density theorem
applies to a subsystem ρd(r) and the corresponding complete system ρ(r), that is, if
the extension of the subsystem ρd(r) to the complete system ρ(r) is unique, then we
write

EXT ρd(r) = ρ(r). (37)

Consider the electron density ρD(r) of a subsystem D of a complete, bound-
aryless, nondegenerate ground state electron density ρ(r) of a molecule. In some of
the applications to molecular shape analysis [3,32–34,36,40,43,45,47,48] it is advanta-
geous, but not necessary, to choose D as a density domain [41], denoted by DDi(K, a),
and defined as the ith maximum connected component of the a-cut DD(K, a) of the
complete molecular electron density ρ(r) = ρ(K, r), where in the notation the nuclear
configuration K and the density threshold a are specified:

DD(K, a) =
{

r: ρ(K, r) > a
}
. (38)

The term “density domain” is also used for the set DD(K, a), with the understanding
that DD(K, a) may be the union of several, disconnected pieces DDi(K, a). Such
density domains [41] are related to molecular isodensity contours, MIDCOs G(K, a),
defined as

G(K, a) =
{

r: ρ(K, r) = a
}

, (39)

where the MIDCO G(K, a) can be regarded as the boundary surface of the density
domain DD(K, a).

Density domains and MIDCOs play important roles in molecular shape analysis
and in the study of quantum chemical functional groups [47]. A quantum chemical
functional group was defined as an additive fuzzy electron density fragment (AFDF
fragment [45,47,48]) associated with a family fi of nuclei where there exists a MIDCO
G(K, a) of some density threshold a that separates the nuclear family fi from the rest
of the nuclei of the molecule [47]. By analogy with the existence of isodensity contours
separating the nuclei of two molecules placed at some distance, say, 10 Å between
their nearest nuclei, where these molecules evidently maintain their separate identity,
the limited autonomy and separate identity of functional groups within molecules is
reflected in the definition of quantum chemical functional groups [47].
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The first result we prove between relations of local and global symmetries is
rather plausible:

Local symmetry extension theorem. Take a complete, boundaryless, nondegenerate
ground state electron density ρ(r) of a molecule and the local electron density ρD(r)
of an arbitrary non-zero volume subsystem D of this molecule. If the local electron
density ρD(r) of the subsystem D has a symmetry element R, then the entire electron
density ρ(r) must have this symmetry element R.

Proof. Denote the symmetry operator that corresponds to the symmetry element R
by R. We know that

RρD(r) = ρD(r). (40)

However, the holographic electron density theorem applies, implying that the
extension of ρD(r) into ρ(r) is unique, that is,

EXTρD(r) = ρ(r). (41)

By applying the symmetry operator R, a linear operator, to the entire space, the holo-
graphic electron density theorem must apply to the resulting pair of densities RρD(r)
and Rρ(r) as well. Consequently, the extension of the local density RρD(r) into Rρ(r)
must also be unique, that is,

EXT RρD(r) = Rρ(r). (42)

However, using equation (40), the left-hand side of equation (42) becomes

EXT ρD(r) = Rρ(r), (43)

and comparing this to equation (41) one obtains

ρ(r) = Rρ(r). (44)

Consequently, the complete electron density ρ(r) must also possess the symmetry
element R. �

The next result, a simple consequence of the local symmetry extension theorem,
is somewhat reminiscent to the “catchment region symmetry theorem” describing some
symmetry relations on potential energy hypersurfaces [37]. We recall that a catchment
region is the collection of all those nuclear configurations which relax (by an ideal,
infinitely slow, vibrationless relaxation) to the same critical point of the potential energy
hypersurface. That theorem established that in any catchment region the critical point
nuclear configuration must have the highest symmetry [37]. In the next theorem,
the role of arbitrary points of the catchment region is played by the local electron
densities of arbitrary, non-zero volume subsystems, whereas the role of the critical
point configuration is played by the complete electron density.
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We shall use the group–subgroup terminology in the following sense: each group
is regarded as one of its own subgroups. Similarly, for simplicity in phrasing state-
ments, we regard the complete system as one of its own subsystems.

Global density symmetry accumulation theorem. Consider a complete, boundary-
less, nondegenerate ground state electron density ρ(r) of a molecule and the local
electron density ρD(r) of an arbitrary non-zero volume subsystem D of this molecule.

(i) The symmetry group g[ρD(r)] of the local electron density ρD(r) of the subsystem
D must be a subgroup of the symmetry group g[ρ(r)] of the complete electron
density ρ(r):

g
[
ρ(r)

]
⊃ g
[
ρD(r)

]
. (45)

(ii) Among the electron densities of all non-zero volume subsystems D of the complete
system, the complete electron density ρ(r) must have the highest symmetry.

Proof. For each non-zero volume subsystem D, the local symmetry extension the-
orem applies to every symmetry element R of the subsystem electron density ρD(r).
Consequently, if g[ρD(r)] is the symmetry group of the corresponding symmetry op-
erators R of the subsystem electron density ρD(r), than this group g[ρD(r)] must be
a subgroup of the symmetry group g[ρ(r)] of the complete electron density ρ(r). This
applies to every subsystem D, that proves (i).

Statement (ii) is a direct consequence of statement (i). �

Relations between symmetry deficiencies, for example, between chiralities of
local subsystem electron densities and global electron densities can also be derived
from the holographic electron density theorem.

Stated in simple terms, if a complete system has a certain symmetry deficiency,
then all non-zero volume subsystems must also have it.

Subsystem symmetry deficiency theorem. If a complete, boundaryless, nondegener-
ate ground state electron density ρ(r) of a molecule is deficient in a symmetry ele-
ment R, then the local electron density ρD(r) of every non-zero volume subsystem D
of this molecule must also be deficient in this symmetry element R.

Proof. If the complete electron density ρ(r) of the molecule does not possess a sym-
metry element R, then none of the local electron densities ρD(r) of its non-zero volume
subsystems D can have this symmetry element R, since if any one of the local densi-
ties ρD(r) would possess R, then the local symmetry extension theorem would imply
that ρ(r) also has R, a contradiction. �

Corollary. If a complete, boundaryless, nondegenerate ground state electron density
ρ(r) of a molecule is chiral, then the local electron density ρD(r) of every non-zero
volume subsystem D of this molecule must also be chiral.
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Evidently, if the local electron density ρD(r) of any of the of non-zero volume
subsystems D of this molecule would be achiral, than this local electron density would
possess a symmetry element of either a reflection plane σ or an improper rotation of
type S2k that, by the local symmetry extension theorem would imply that ρ(r) also
has this symmetry element, hence ρ(r) is also achiral, a contradiction.

4. Holographic properties of the range of “low density glue” bonding of
electron densities in macromolecules

Some of the earlier limitations of macromolecular quantum chemistry have been
overcome by the spectacular advances in computer technology and by advances in
quantum chemical computational methodologies [50,52]. In this regard, the recent
introduction of the macromolecular Adjustable Density Matrix Assembler (ADMA)
method [42,44–46,48,49] has led to new methodologies for the computation of ab ini-
tio quality macromolecular electron densities and of similar quality macromolecular
forces [49].

These new methods provided motivation for the study of electron density ranges
that were not accessible to ab initio quality quantum chemistry investigations by ear-
lier methods. Among these ranges are some of the low density moieties of folded
macromolecules, such as proteins [51,52].

In most small molecules the low electron density ranges are primarily found on
the peripheries of the molecule, and these ranges do not contribute much to the bonding
within the molecule. However, in folded macromolecules, for example, in proteins,
the low density ranges within the interior of the nuclear framework have significant
role in determining the shape and folding pattern of the macromolecule. Since these
contributions to chemical bonding are not localized and have less prominent directional
properties than the more familiar formal chemical bonds between atom pairs, in an
earlier study they were compared to macroscopic “bonding” by some low viscosity
“glue”. Motivated by this analogy, the term “low density glue” (LDG) bonding was
used when referring to some of the quantum chemical properties of these regions of
macromolecular electron densities [52].

The importance of macromolecular quantum chemistry methods, such as the
ADMA approach in the study of LDG bonding is underlined by the fact that the
low density regions of macromolecular electron distributions are not well described
experimentally. Most experimental methods, such as X-ray crystallography, provide
very limited information concerning the low density ranges and focus on the high
density regions, primarily near the nuclear neighborhoods. The ADMA approach
provides more information concerning the shape of the LDG regions. These regions
are of importance in the study of local shape features of electron densities in enzyme–
substrate interactions, in protein folding processes, and in the assessment of local
chemical reactivities within a multifunctional macromolecule.

If a local subsystem is chosen within a low density region, then the shape fea-
tures of the subdomain are usually more sensitive to interactions with other molecular
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regions than the shape features of subsystems in the high density regions. In fact, the
high density nuclear neighborhoods show a high degree of shape stability when the
local surroundings change [2]. By contrast, the MIDCOs G(K, a) of low a thresh-
olds may undergo large local deformations, even topologically significant changes
as a consequence of minor conformational changes. This difference is due to the
higher degree of polarizability of the LDG domains. Consequently, in a topological
sense, the LDG range is a sensitive diagnostic tool for assessing some of the subtle
aspects of conformational changes and their effects on local interactions. In partic-
ular, the loss of local symmetries is often manifested in topological changes in the
shapes of LDG MIDCOs G(K, a). By virtue of the holographic property of non-
degenerate, ground state densities, a local topological change of an LDG MIDCOs
G(K, a) can be used as a manifestation of a change of the global symmetry of the
molecule.

5. A topological shape characterization of density domains using semilattice
tree (SLT) codes and the detection of symmetry deficiency

A topological description of some of the essential features of LDG MIDCOs
G(K, a) is a tool that is applicable to the detection of local and global symmetry
changes. However, such a topological description is not necessarily restricted to the
LDG range of molecules, and here we shall describe a technique that is generally
applicable to molecular electron densities.

In general, the topological patterns of MIDCOs G(K, a) of a series of density
domains DD(K, a) can be used for similarity analysis. Consider a finite series of
monotonically increasing electron density thresholds,

a1, a2, . . . , ak, . . . , at, (46)

and the corresponding family of density domains

DD(K, a1), DD(K, a2), . . . , DD(K, ak), . . . , DD(K, at) (47)

of a molecule of conformation K.
The topological pattern generated by these density domains can be characterized

by a simple numerical code, called the semilattice tree code, or SLT code.
In figure 1, we shall illustrate this code by a two-dimensional example, that

may be regarded as the pattern of a two-dimensional crossection of a family of three-
dimensional density domains. The three-dimensional, and in general, any of the finite
n-dimensional cases are entirely analogous. Each contour of this pattern is labeled
with the serial number k of the corresponding density threshold ak.

The pattern itself is characterized by a semilattice that has the topological structure
of a tree. If there are m contour lines, the tree has m+ 1 vertices. Note that t 6 m.
A vertex of the tree labeled with the number 0 corresponds to zero-density, a contour
at infinity, that is equivalent to the north pole n of the 3-sphere S3 of the compact



80 P.G. Mezey / Generalized chirality and symmetry deficiency

Figure 1. Example of a planar topological pattern of density domains, the corresponding lower semilattice
tree, and some of the valid SLT numerical codes, including the lexicographically dominant standard SLT
code. The pattern involves four density thresholds, including the formal threshold of 0 that corresponds
to level 0 of the semilattice. The topological pattern is shown in a geometrical representation exhibiting

the maximum symmetry for the pattern, indicated by the dashed reflection line σ.

manifold representation of quantum chemical electron densities. If a contour of label k
contains a contour of label k + 1 then the former contour is the parent contour of the
latter, and the corresponding vertices of the graph are connected by an edge.

The resulting graph with the natural ordering for the vertex labels as the partial
order is a lower semilattice. This semilattice can be characterized by a numerical code,
the SLT code, that can be determined by the following three simple rules:
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(i) start the numerical sequence with label 0;

(ii) immediately after writing the label k of a contour, write the label k + 1 of a
contour contained within, if such contour exists;

(iii) if no contour is contained in the contour of label just written down, then go
back in the sequence already written down, find the label of the first contour that
contains another contour not yet recorded, and write to the end of the current
sequence the label of this unrecorded contour.

The process ends if no more contour is left to be recorded.
The code obtained by this process is sufficient to reproduce the lower semilattice

tree, however, it is not unique, that hinders its use in pattern comparisons.
In order to obtain a unique SLT code, one can use permutations of “finished

subsequences”. A finished subsequence of the code is a subsequence that starts at
some label k, and contains all subsequent numbers in the sequence up to but not
including the next label of the same value k, if there is one. Any permutation of
any number of finished subsequences starting with the same value k and having the
same parent contour of index k − 1, corresponds to the same lower semilattice tree.
Furthermore, each valid SLT code of a given lower semilattice tree can be obtained
from any other valid SLT code by such permutations of finished subsequences. These
permutations are referred to as allowed permutations.

Since the family of all valid SLT codes can be ordered lexicographically, a unique,
standardized lower semilattice tree code can be obtained by carrying out all allowed
permutations of finished subsequences and determining the code that has the greatest
numerical value, that is, the dominant code in the lexicographic order.

The example shown schematically in figure 1 corresponds to a pattern of density
domains involving four density thresholds (including the formal threshold of 0, corre-
sponding to level 0 of the semilattice). One may also regard this example as a pattern
of level sets, such as those of geographical terrains or potential surfaces of chemical
reactions. For these four levels, there are ten contour lines. The lower semilattice
tree corresponding to this pattern has eleven vertices. This tree and three of the valid
SLT codes are also shown. The second code can be obtained from the first one by
swapping the two finished subsequences 233 and 23. The code of highest numerical
value, that is, the dominant SLT code in the lexicographic order of all valid SLT codes
is the third code shown. By swapping the finished subsequences 1222 and 123323 of
the first code shown, one obtains the standard SLT code.

A topological pattern of an object, and a representative numerical code of this
pattern such as the SLT code can be used to characterize symmetry deficiency of
the original object. Take the geometrical representation of the topological pattern
that admits the highest symmetry if this symmetry is unique, or the set of geometri-
cal representations if there is more than one maximal symmetry that can be realized
geometrically. These symmetries are the topological symmetries of the pattern. Any
higher symmetry, or in general, any symmetry that is not realizable by any geometrical
representation of the topological pattern corresponds to a symmetry deficiency of the
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topological pattern. This implies that the physical object represented topologically by
the pattern also must have these symmetry deficiencies. Note, however, that the actual
geometry of the physical object may lack some or all of those symmetries which are
not excluded by the topological pattern.

The actual geometrical representation of the topological pattern shown in figure 1
is one that admits the maximum possible planar symmetry for this topological pattern,
as indicated by the dashed reflection line σ in the figure. Note that the topological sym-
metry element σ is a property for all geometrical representations of this pattern which
are topologically equivalent to the one shown, that is, no distortion of the pattern that
preserves its topology can lead to the loss of this topological symmetry element, neither
can any such distortion lead to the gain of any other, nontrivial symmetry element.

6. Summary

A framework where the interrelations between the local electron density of a
subsystem and the global electron density of the complete system are described with-
out any truncation of the space is used for the study of local and global symmetry
properties of molecules. Such a description is made possible by applying a compacti-
fication technique to a four-dimensional representation of molecular electron densities
that avoids the difficulties of an earlier, finite and bounded model. Several theorems
interrelating the local and global symmetries and symmetry deficiencies of molecular
electron densities are proven, and the special role of low density ranges in macromole-
cular bonding of folded structures (the “low density glue”, LDG bonding) is discussed.
A topological code, suitable for the detection of some of the symmetry deficiencies is
introduced.
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